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ABSTRACT This article considers the problem of risk-optimal allocation of security measures when the
actuators of an uncertain control system are under attack. We consider an adversary injecting false data
into the actuator channels. The attack impact is characterized by the maximum performance loss caused by a
stealthy adversary with bounded energy. Since the impact is a random variable, due to system uncertainty, we
use Conditional Value-at-Risk (CVaR) to characterize the risk associated with the attack. We then consider the
problem of allocating security measures to the set of actuators to minimize the risk. We assume that there are
only a limited number of security measures available. Under this constraint, we observe that the allocation
problem is a mixed-integer optimization problem. Thus we use relaxation techniques to approximate the
security allocation problem into a Semi-Definite Program (SDP). We also compare our allocation method
(i) across different risk measures: the worst-case measure, the average (nominal) measure, and (ii) across
different search algorithms: the exhaustive and the greedy search algorithms. We depict the efficacy of our

approach through numerical examples.

INDEX TERMS LMIs, networked control systems, optimization, resilient control systems.

I. INTRODUCTION

Security of Networked Control Systems (NCSs) has re-
ceived increased research attention [1], [2]. Following [3],
the literature on the security of NCSs can be broadly
classified into (i) characterizing the different attack scenar-
ios, (ii) determining the optimal attack strategies and their
corresponding impact (performance loss), and (iii) attack
mitigation.

In the literature, attack mitigation (defined in [4, Chap-
ter 1]) is performed (mostly) in three methods. The first
method is to design mechanisms to detect attacks [5], [6].
The second method is to design the parameters of the
closed-loop system (controller gain, for instance) so that the
attack impact is minimal [7], [8], [9]. The third method is
to allocate the security measures (encryption for instance)
so that the attack impact through the unprotected assets is
minimal [10].

A. LITERATURE REVIEW
The problem of security allocation in NCS can be interpreted
in different ways. Here we provide three different types of
security allocation which can also be found in the literature.
Firstly at the device level, consider patching of Programmable
Logic Controllers (PLC) in NCSs. In contrast to classical
Information Technology (IT) systems, NCSs have strict real-
time requirements which require the operator to carefully
consider the risks involved before deploying the security
patch [11]. The risk can vary from exposing additional vul-
nerabilities [12], increasing the downtime, operational costs,
etc. Then allocation refers to the problem of deciding which
PLCs to be updated with a patch by not enduring a huge
performance loss in the presence of attacks.

Secondly, similar to classical IT systems, security alloca-
tion can refer to deciding which of the communication chan-
nels to encrypt (at the network communication level) [13].
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Here, encryption can refer to message authentication or pri-
vate key encryption which can be implemented in NCS
without any significant delays (see [14] and [15]).

Finally, security allocation at the control level refers to
choosing the communication channels to add watermarks.
There are many strategies in the literature, designed from
a control perspective, so that the adversary cannot remain
stealthy [16], [17], [18]. It is to be noted that the allocation
of such control-theoretic strategies for attack detection does
not introduce significant delays in the closed-loop system.

The problem of security allocation has been studied exten-
sively in the literature. For instance, the security allocation
strategy against sensor attacks in static power systems was
investigated in [19]. The work [10] focuses on security
allocation for deterministic dynamical systems by exploit-
ing sub-modularity. The optimal sensor/detector placement
problem for uncertain systems was studied in [20] using a
game-theoretic approach. However, there are three main dif-
ferences between [20] and our work. Firstly, [20] considers a
framework with a single attacked node whereas we consider
multiple attacked actuators. Secondly, [20] requires explicitly
calculating the game payoff for each pair of players’ ac-
tions, whereas we propose a single-shot semi-definite program
(SDP). Finally, [20] uses the Value-at-Risk (VaR) as the risk
metric, whereas we use Conditional VaR (CVaR) as a risk
metric, which has much more advantages, notably convex-
ity [21]. We note that game-theoretic approaches have also
been used in other research fields not limited to control for
optimal allocation of monitoring resources [22], [23].

Other works which focus on optimal security allocation
using a game-theoretic approach are [24], [25], [26], [27].
However, there are three main differences to our approach.
Firstly, these works focus on sensor attacks, whereas we focus
on actuator attacks. Secondly, these works do not consider un-
certain systems but they focus on large-scale systems and their
related complexity issues. Finally, these works focus on attack
detection only but do not consider the related performance
loss caused by attacks. In contrast, we consider a metric that
takes into account the performance loss as well as the detec-
tion performance; see [28] and [4, Chapter 4]. One of our
previous works [29] also uses a similar metric for optimizing
CVaR, however, it focuses on controller design rather than
security allocation. Finally, another of our previous works [30]
focuses on allocation for uncertain systems. However, [30] is
based on an exhaustive search.

B. PROBLEM SETUP

As mentioned in the literature study, the allocation problem
for uncertain systems has not been studied yet. Nonetheless,
uncertainties are inevitable in physics-based [31] or data-
based modeling techniques [32]. To address this gap, we
consider an uncertain linear time-invariant process (1). Since
the process is controlled with a feedback controller (2) over
a wireless network, it is prone to cyber-attacks. Thus, we
consider false data injection attacks on the actuators and an
observer-based detector (3). The closed loop system under
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FIGURE 1. NCS under false data injection attack on actuators.

attack is described in (1)—(3) (also see Fig. 1)

i(t) =A%%(t) + B2i(r)
P:{yt) =Cx@) (1
W(t) = CiE()
) =Acz() + Bey(t)
¢ {u(t) — Ce2(t) + Dey(t) @

D {)é,,(t) = A%y(t) + Bu(t) + Ky, (t) 3)

yr(t) = y() — Ci()

where A® £ A 4+ AA(S) with A representing the nominal sys-
tem matrix, and the parametric uncertainty characterized by
AA(S), 5 € 2. We assume 2 to be closed, bounded, and to
include the zero uncertainty yielding AA(0) = 0. The other
matrices are similarly expressed. The state of the process, con-
troller, and detector is represented by x(z) € R, z(¢) € R':
and £,(t) € R"™ respectively. The control signal generated by
the controller and the control signal received by the process
is u(t) € R™ and ii(t) € R™ respectively. The measurement
output, performance output, and residue output are denoted
by y(t) € R™,y,(t) € R" and y,(t) € R"™" respectively.

We consider an adversary with complete system knowledge
injecting false data into the actuator channel. The operator
is the only one with uncertainties in system knowledge. This
setup might be unrealistic, but it helps us study the worst-case
scenario. The main problem investigated in this article is for-
mulated next.

Problem 1: Given the uncertain NCS is under attack, and
that we can secure a small subset of actuators (n,,), how to
optimally allocate the security measures? <

C. CONTRIBUTIONS
To the best of the authors’ knowledge, the problem of security
allocation for uncertain systems using CVaR has not been
addressed in the literature. To this end, the main contributions
of the article are as follows
1) We formulate the optimal allocation problem for uncer-
tain systems using CVaR as a risk metric. The attack
impact is characterized by the maximum performance
loss caused by a stealthy adversary with limited energy.
2) The impact metric is non-convex in the design variable.
Hence we derive a convex impact proxy which also
serves as the upper bound for the impact.
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3) The allocation problem using CVaR and the proposed
impact proxy is a mixed integer SDP which is generally
hard to solve [33]. Through relaxations, we propose an
approximate SDP to solve the allocation problem, along
with posterior guarantees on the optimality gap.

4) We compare our solution across different risk measures
(worst-case, and nominal measures) and different search
algorithms (exhaustive, and greedy search).

The rest of this article is organized as follows: We formu-
late the problem in Section II. We propose a convex SDP to
solve Problem 1 approximately in Section III. We outline the
solution to the security allocation problem under different risk
measures in Section IV. We describe the exhaustive search
algorithm and greedy search algorithm in Section V, where
we also compare the methods briefly. We depict the efficacy
of our proposed approach through numerical examples in
Section VI and conclude in Section VII.

D. NOTATION

Given a vector f € RV, let {x;} be the N indices of entries
of f such that f(x1) > f(x2) > --- > f(xn). Then, the (N —
i + 1)-th order statistic of f is given by f(x;). And fl/l, j <N
represents the j-th element of the vector f.

Il. PROBLEM FORMULATION

The system (1)—(3) is said to have a good performance when
||y,,||%2 is small. This is similar to linear quadratic (LQ) con-
trol where the objective is to minimize performance loss.
Similarly, an anomaly is considered to be detected when the
detector output energy ||y,||%2 is greater than a predefined
threshold, say €,. Given this setup, we next describe the ad-
versary in detail and later formulate the problem.

A. DISRUPTION AND DISCLOSURE RESOURCES
The adversary can access (eavesdrop) the control channels and
can inject data. This is represented by

i(t) = u(t) + Baa(t)

where a(t) € R™ is the data injected by the adversary. The
matrix B, is a diagonal matrix with B, (i, i) = 1 if the actuator
channel i is under attack and zero otherwise. The matrix B, is
square, however, this does not enforce the adversary to attack
all the actuators. If the adversary is interested in attacking
some of the actuators, the adversary can simply set the cor-
responding attack vector to zero.

In general, B, is chosen by the operator for analysis pur-
poses. If the operator believes that the actuator channel (say
j) might be under attack, then the corresponding channel has
an entry 1 (B,(j, j) = 1). In the rest of the article, the matrix
B, is called the attack matrix.

B. ATTACK GOALS AND CONSTRAINTS

The adversary’s objectives are contrary to that of the operator.
That is, the adversary aims to disrupt the system’s behavior
while staying stealthy. The system disruption is evaluated by
the increase in energy of the performance output, whereas the
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adversary is stealthy if the energy of the detection output is
below a predefined threshold (namely €,).

In reality, the adversary stops attacking the system after
some unknown time 7 < oco. Additionally, the corrupted input
signal is applied by physical actuators which have actuator
bounds. Thus we consider the energy of the attack signal to be
bounded by a predefined threshold (namely €,).

C. SYSTEM KNOWLEDGE
Next, we consider that the adversary has full system knowl-
edge, i.e., s/he knows the system matrices (1)-(3). We define
such an adversary as an omniscient adversary.

Definition 2.1 (Omniscient adversary): An adversary is de-
fined to be omniscient if it knows the matrices in (4). <

In reality, it is hard to know the system matrices of (4)
due to uncertainty. Thus, such an adversarial setup is far from
reality but can help study the worst case. Readers interested
in realistic setups where the adversary also has uncertainty
are referred to [34]. However, as mentioned in [34], analysis
of such realistic setups is computationally intensive. Thus, in
this article, we focus on the omniscient adversary.

Defining x() £ [x,(1)" z(t)" £,(t)"1", the closed-loop
system under attack with the performance output and detec-
tion output as system outputs becomes

X(t) = ASx(t) + BYa(t),
yp(t) = Cpx(t),
yr(t) = Gx(2), (4)
with [A | B4] =

A% +B2D.C BAC. 0 BB,
BCC Ac O O
(BD.+K,)C BC. A—KC| 0

G 2c; 0 o], andc 2[c 0 —c].

In (4), the signals x,y,, and y, are also functions of uncer-
tainty, and the superscripts are dropped for simplicity. Next,
we establish the following assumptions.
Assumption 2.1: Closed-loop system (4) 1is stable
Vé e Q. <
Assumption 2.2: The tuple A5 Bﬁ) is controllable V§ €

cl’
T
Q. The tuple (ACAZ, [CZ CrT] ) is observable Vé§ € Q. <

Assumption 2.1 states that the feedback controller ro-
bustly stabilizes the plant. Assumption 2.2 is a direct con-
sequence (and a common assumption in dissipative systems
theory) of [35] which is later used to formulate the proof of
Lemma 3.2. We later also briefly discuss the consequence of
relaxing Assumption 2.2 (See Remark 4).

D. OPTIMAL ALLOCATION PROBLEM

Consider the data injection attack scenario where the paramet-
ric uncertainty § € €2 of the system is known to the adversary
but not to the defender. Under this setup, the adversary can
cause high disruption by remaining stealthy as it will be able
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to inject attacks by solving (5),

q(By, 8) = sup

aéﬁze

lyplBa. 81117,

st [lyr[Ba. 8117, < &

lal81lZ, < €a, *[Ba,81(0) =0, (5)

where y,[B, 81, y-[Bq, 81, and a[§] are the performance out-
put, detection output, and the attack vector corresponding to
the matrix B, and uncertainty §, and ¢(-) is the impact caused
by the adversary on (4). Such a setup in (5) is considered
for the adversary, to analyze the worst-case impact of stealthy
attacks, since the adversary will be able to inject undetectable
attacks which cause high performance deterioration. For the
defender, q(B,, §) becomes a random variable since § is un-
known. The defender only knows the bounds of the set €2, the
nominal system matrices in (4).

Thus, the defender protects some of the actuators (through
encryption for example) such that the risk corresponding to
q(-) in (5) is minimized. However, the defender also has the
constraint that there are only a limited number of security
measures i.e., 1y, < ny, (C1). Recall that the diagonal entries
of the matrix B, can either be 1 (unprotected) or O (protected)
(C2). Then Problem 1 can be re-formulated as

Problem 2: Find the optimal diagonal matrix B} such that

B2 argigf Ra(q(Ba, 8))

o

s.t. ZBa(i,i)znu—nw, (cn
i=1

B, (i, i) = {0, 1} c2) (6

where Rg is a risk metric chosen by the defender. The sub-
script 2 denotes that the risk acts over the set €2 whose
probabilistic description is known to the defender (for the
results of this article to hold, it is sufficient that the defender
can draw samples from the set €2). <
CVaR is extensively used in the literature due to its nu-
merous advantages [21]. Thus we choose the CVaR as a risk
metric in Problem 2. Before we introduce the risk metric, we
make the following assumptions that follow from [21].
Assumption 2.3: The defender can draw samples from the
set €2 and the function ¢(-, §) is continuous. <
Definition 2.2: Given a random variable ¢(-, §) with den-
sity p(q), the CVaRy (¢(-, §)) (given « € (0, 1)) is given by

~
L —a Jg(.8)lg(.8)=VaR (g(-,8))

q(-,8) p(q) dq

where VaRy{q(-, §)} £ inf{x|Pqlg(-,8) <x]>1—«a} <
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FIGURE 2. Probability distribution function of the random variable q(-, §)
and the corresponding risk measures.
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Next, we illustrate the risk metrics through an example,
whereby also motivating the choice of the risk metric.
Example 2.1: Consider the system in (1)—(3) where

-1 0 0 & |1
1 -5 0 0|0
A= 0  Zo o| ™
(10 1 10 —1]0
526 044 1.64 1.99
. 044 0.13 0.14 0.17
= | _ | 164 014 061 0.68
| |19 017 068 087 |-
i 570 0.70 055 15.28
T 111

5e€Q 210, 3],and B = C]-T. We set €, = 1, and €, = 300.
We determine the value of the random variable ¢(-, §) in (5)
for different uncertainty realizations § € €2 and plot the prob-
ability density function of ¢g(-) in Fig. 2 . We depict the value
of the risk measures: VaRg 1{g(-)}, CVaRg 1{q(-)}, E{q(-)},
worst-case (similar to Hy, control [36]), and nominal measure
(without considering uncertainties). Detailed definitions of
worst-case and nominal measures are given in Sections IV-A
and IV-B respectively.

Letx = VaR,{q(-)}. Then by optimizing the VaR, one opti-
mizes the probability that the value of g(-) > x. However, VaR
does not take into account the thickness of the tail pdf of ¢(-).
In general, although we want the risk of attacks to be minimal,
we allow for events whose probability is very low but with
high impact. In such scenarios, optimizing the worse case
measure might be conservative. The nominal measure is also
conservative since it does not consider uncertainties. Given
the above arguments, we choose CVaR as the risk metric in
this article. <

In our setting, the defender determines the attack matrix B,
such that CVaR,q(B,, §) (given «) is minimized. To this end,
Problem 2 can be reformulated as

B; = arginf {CVaRa{q(Ba, 8)}’(C1), (Cz)} O ®
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Although CVaR is a convex function, there are three dif-
ficulties in solving (8). Firstly, ¢g(-) is non-convex in the
design variable B,, which we address in Section III-A. Sec-
ondly, the design variable B, is binary (C2) which makes
the design problem non-convex, and we address this issue in
Section III-B. Finally, CVaR cannot be efficiently evaluated
exactly since €2 is continuous. We describe an empirical ap-
proach to solve (8) in Section III-C. Before we discuss the
solution to (8), we briefly discuss the relation between (5) and
other attack impact metrics in the literature.

Remark 1: (Relation between Problem 2 and a Stackelberg
game): Problem 2 can be related to a Stackelberg game [24]
as follows. The defender first selects the action (B,), i.e.,
which actuators to protect. Then, the adversary selects the at-
tack (a € £3,) through the unprotected actuators and computes
the optimal attack by solving (5). Thus Problem 2 can also be
viewed from a game theoretic point of view. <

Remark 2: (Boundedness of risk metric): The concept of
risk is sensible when it is finite. In our setup, the risk is finite
if the random variable g(-) is finite. Thus, in the rest of the
sequel, we assume that g(-, §) is bounded V§ € Q. Since the
closed loop system is stable, the value of ¢g(-,§) in (5) is
unbounded iff [|y,[-, 6] |%2 is unbounded, which consequently

is unbounded iff ||a[8]||%2 is unbounded. But we know that

||a[6]||%2 < €, where ¢, is bounded. Thus the assumption on
the boundedness of the random variable g(-) is logical. <

Remark 3: When o — 1, the optimization problem (8)
minimizes the worst case impact (5) across all uncertainties.
However, as explained in Example 2.1 and [37], such ap-
proaches can be conservative. <

E. RELATION BETWEEN (5) AND OTHER METRICS

In this article, for any given uncertainty § € €2, we use (5)
to capture the amount of disruption caused by the adversary.
However, other security metrics in the literature can be related
to the metric (5).

Let €, > €,. That is, the detection threshold becomes very
large that the constraint on the detection output becomes in-
active. Then (5) becomes the H,, metric where the attack
is treated as the disturbance. An SDP to determine the Ho
metric can be found in [38, (6)]. Works such as [39], [40] for
instance, use the Hy, metric for measuring attack impact.

On the other hand, when €, > ¢,, the constraint on the
attack energy becomes inactive. Then (5) is the Output-to-
Output Gain (OOG) [4, Chapter 6]. OOG has many advan-
tages over the Hy, and H_metric which we discussed in [28].
An SDP to determine the OOG can be found in [4, (6.18)]. We
combine the above results in Proposition 2.1.

Proposition 2.1: Consider the CT system under attack de-
scribed in (4) and the corresponding impact metric described
in (5). Then, given § € €2, the following statements are true.

1) Let €, be a constant, and let y, represent the classical

H gain of the closed loop system (4) for a given § € 2.
Then it holds that lim¢, . 00 g(Bg, §) = Ya€q-
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2) Let ¢, be a constant, and let y, represent the OOG [4,
(6.18)] of closed-loop system (4) for a given 6 € .
Then it holds that lim¢, o ¢(By, §) = yré,. O

The objective of the exercise in Proposition 2.1 is to show

that the allocation results in this article, which are based on
the metric (5), can be related to other results (based on Hy
metric or OOG) by varying the value of €, and €,. In the next
section, we start to solve (8).

11l. CONVEX SDP FOR OPTIMAL ALLOCATION

In this section, we first consider a sampled uncertainty §; and
show that, given B, the value of ¢(B,, §;) can be determined
via a convex SDP. We also show that the SDP is a non-convex
function of the design variable B,,. Then we propose a relaxed
SDP which is convex in B,. We later use this relaxed SDP, to
formulate a convex allocation problem.

A. CONVEX RELAXATION FOR THE IMPACT METRIC

Let us consider the impact metric g(B,, ;) in (5). We show in
Lemma 3.1 that its value can be determined by its convex dual
(the proof of Lemma 3.1 and all the other results in the sequel
are presented in the extended pre-print [41]).

Lemma 3.1: Given a sampled uncertainty §;, and an attack
matrix B,, the value of the impact ¢(B,, §;) can be calculated
by its convex dual counterpart (9) where y; and y» are the
Lagrange multipliers of the constraints.

inf
Y1,isV2,i

st yplBa: 8illZ, — nillyr[Ba. 8i1l1Z,

— nallalsilllz, <0,Va € La,

€Y1, t €aV.i

x[B4,6:1(0) =0,y1,; > 0,2, > 0. 9

Although (9) is convex, it is hard to solve (9) since the
constraints lie in the signal space. Thus, we use dissipative
system theory [35, Theorem 4.5] to re-write (9) as an SDP.

Before we formulate this SDP, we introduce the following
notation. The matrices in (4) under a sampled uncertainty
d; is denoted as A, Be,i, Cp and C,. Correspondingly the
signals under the sampled uncertainty §; becomes a;, yp.i, yr,
and x;. We also know from (4) that BZIJ takes the form

[BZBI.T 0 0] and thus is a linear function in B,,.

Lemma 3.2: Let Assumption 2.2 hold. Then, for a sampled
uncertainty §;, the optimization problems (9) and (10) are
equivalent.

H;,in €Y1, + €V
1

W:  PBu,
st | oo T <0 (€3)  (10)

B, P =yl
where S| £ {P, = 0,1; > 0,)2,; > 0}, and W, = AT, ., +
PiAcl,i + C;Cp - Vl,ic;:rcr- O

Lemma 3.2 proposes an SDP to determine ¢g(-) under a
sampled uncertainty. However, (10) is non-convex in B, as
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(C3;) contains the term P;B,;; which is bi-linear (since B ;
is a linear function of B,). Thus, we propose a relaxed SDP in
place of (10) which is convex in B,. Henceforth, the value of
this relaxed SDP is denoted by G(-).

The main objective of proposing this relaxed SDP is: once
we show that g(-) is a convex function of the design variable
B,, we can substitute this convex function g(-) into the defini-
tion of CVaR in (8) (replacing the non-convex function ¢(-))
and optimize it. Now we state our main result.

Theorem 3.3: Given a sampled uncertainty §;, the SDP

min €Y1 + €42,
S

I 0 GXi 0
0 —y1.il 1 0
O <0 (C4)
XiC, 1 Whi  Bei
0 0 Bl —ruil
G(Zi,Bey i)
S ={Xi >0, y,i =20, y2, >0}, (1)

whose optimal value is denoted by g(-), is a convex relaxation
of (10). In the optimization problem (11), W, ; = X;AT -+

cl,i
A iXi —XUT —UX;:, S2 & (Xi, v1,i, v2,i} and U € R
is given by the Cholesky decomposition: CI'C, = UTU. O

In Theorem 3.3, we proposed a convex relaxation of (10),
which is non-convex in the design variable B,. Next, we show
that for a given §;, the value of the relaxed problem (11) serves
as an upper bound to the value of (10).

Lemma 3.4: Let the optimal tuple of (11) be represented by
(X;, 71.i» 72.i)- Then the tuple (P; = Ylfl, V1.i» 72.i) 1s a feasi-
ble solution to the optimization problem (10). Consequently,
the optimal value of (11) is greater than or equal to the optimal
value of (10). [l

In this section, we proposed an SDP, convex in B, to deter-
mine the upper bound §(B,, §;) for any given B, and sampled
uncertainty §;. The upper bound g(-) can act as a proxy for the
impact ¢(-) and provide a certificate of the magnitude of the
impact. In the next section, we relax the non-convex constraint
(C2)

Remark 4: Assumption 2.2 is necessary to prove Lemma
3.2 using dissipative system theory (DST). When this assump-
tion fails, there exists a sub-space of the closed-loop system
that is uncontrollable/observable (UCO). For the exact treat-
ment of such systems, the UCO subspace should be removed
from the closed-loop system dynamics before formulating the
Matrix Inequalities (MI) in (10) using DST. However, if the
closed-loop system is non-minimal, the MI in (9) are only
sufficient conditions for the constraints of (9) to hold. Thus,
when Assumption 2.2 fails, (10) represents an upper bound
on the value of (9). <

B. SDP RELAXATION OF BINARY CONSTRAINT
Using the results of the previous section, to avoid the non-
convex relation between ¢(-) and B, in (8), we replace ¢(-) by
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g(-) in (8) and formulate (12).

inf {CVaR{cj(Ba, 8)}’(C1), (cz)} . (12)
The optimization problem (12) is non-convex since it involves
SDP constraints with binary variables (C2). As a first step
toward relaxing (C2), we reformulate (12) next.

Lemma 3.5: The optimization problems (12) and (13) are
equivalent.

inf CVaR({g(diag(z), 8)}.
Z’ZG]R"L(
7 z ny
s.t. LT J -0, ;zi > n, — ny, (C10)

diag(Z) = z, rank(Z) = 1. (13)

In Lemma 3.5, we reformulated (12) with binary constraints
as (13). However, this reformulation has rank constraints due
to which (13) is still non-convex. To make the design problem
convex, we remove the rank constraint.

Corollary 3.5.1: A convex relaxation of (13) is given by

1an {CVaR{q(diag(Z), 8)}H(C10), diag(Z) = z.} (14)

Corollary 3.5.1 provides a method to relax (C2) as an LMI
constraint. There are many approaches in the literature to relax
a binary variable constraint [42, Table 1]. However, we chose
an LMI relaxation due to its simplicity.

The result z from (14) will be integer instead of binary-
valued. However, from Lemma 3.5, we know that if the
optimal Z from (14) has rank 1, then the solution of (14)
is equal to the solution of (13), and will be binary. For the
general case, when the rank constraint is not satisfied, we
provide a heuristic to convert the integers to binary variables
later [43]. Next, we approximate the risk metric empirically.

C. EMPIRICAL APPROXIMATION OF CVAR

The optimization problem (14) is hard to solve since the
CVaR operates over the set 2 which is a continuum (a similar
observation was made in [37]). However, when we replace
the uncertainty set 2 with, a sampled set with N samples, the
CVaR can be approximated by [21, (9)]

N
. 11 -
CVaRy (4. §)) ¥ inf v+ ——— X;[q(-, 8i) — vl
=

(15)
where given X € R, [X]T £ max{X, 0}. Thus using (15), (14)
can be written as

(C10),
diag(Z) = Z} (16)

. IR .
inf {v T NI—a ;[q(') — vl

Now we briefly comment on the convergence of the empirical
CVaR (16) to the true CVaR (14). However, the proof of the
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following lemma is omitted as it is similar to the proof of [44,
Theorem 6].

Lemma 3.6: Let o represent the risk threshold. Given N
and «, let 7y represent the optimal value of (16), and let 7
represent the optimal value of (14). Then it holds that limy—, o
7]\/ — . [

Lemma 3.6 states that the empirical CVaR almost surely
converges to the true CVaR in the large sample case. Now, we
present a convex SDP to solve (16) in Lemma 3.7.

Lemma 3.7: Let us represent the optimal value of (17) as
v, and the optimal argument of z € R" from (17) as z.

N

P

=1

min v + ————
Ss N(l—

s.t. G(X;, Bepi(z)) 2 0,Vi e Qy (C5)
i > &y1,it€ayai— v, Vi€ Qy (C6)
>0,X;>0,VieQy (C7)
Y1,i >0, >0, Vie Qy (C3)
Z z e
LT 1} >0, nu—nws;zi (€9)
= diag(z), diag(Z) = z. (17)
where S5 £ {z, Z,UY {t;, Xi, y1.0, 124}, and Q=
{1,...,N}. Then an approximate binary solution to (16)
is given by
0, if Z; belongs to statistics of
B, i) = order 1,2, ..., 0r ny (18)
1, otherwise. U

The optimizer z in (17) is the diagonal of B,. To represent
the dependence of the constraint (C5) (in (17)) on z, the matrix
B,;,i(z) (which is a function of B,) is written as a function of
z. And (18) in Lemma 3.7 is a heuristic to convert the decision
variables (z € R™) to binary variables.

In this article, to solve the security allocation problem
via an SDP, we introduced some approximations. Next, we
provide some discussions on the optimality of the solution
obtained via these approximations.

Theorem 3.8: Let us represent the optimal solution ob-
tained from (17) as z, the value of (17) as y, the value of (12)
as y* (albeit unknown), the approximate solution obtained
from (18) as B,,. Then the following statements are true.

a) (No loss of optimality) If rank(Z) = 1, then B, is an

optimal solution to (12).

b) (When sub-optimal, characterizing a posteriori bound

for the optimal risk y*) Let

N
5 é.' - R Y — 1T
Y = vf v + Z (B, ;) — v] }
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where the value of §(B,, §;) is computed using the SDP
(11). Here y is the CVaR under the sub-optimal attack
matrix B,. Then, it holds that y < y* < .

¢) (When sub-optimal, characterizing a posteriori upper
bound for the optimality gap) Let us define the optimal-
ity gap as the difference between the true CVaR j, and
the optimal CVaR y*. Then it holds that

7=y I<lyp—yl. |
Theorem 3.8 states that the value of the optimal risk (y*)
albeit unknown is bounded above and below by known values.
It also provides an upper bound on the difference between the
true risk () and the optimal risk (y*). In the next section, we

discuss the solution to the allocation problem under different
risk metrics.

IV. ALTERNATIVE RISK MEASURES

The previous section focussed on providing an (approximate)
solution to the allocation problem (8) which considered the
risk metric CVaR. For the sake of comparison, we briefly
study the allocation problem using two other measures of risk
(i) Worst case measure, and (i7) nominal measure.

A. WORST-CASE MEASURE

For any random variable X (-, §), § € 2, the worst case mea-
sure is defined as sups.q X (-, §): which represents the maxi-
mum loss that can occur. Then, under the worst-case measure,
the allocation problem formulated in (6) becomes

arginf {sup{q(Ba, DI <62)}
By |seq

Similar to approximations in Section III, we first replace g(-)
with g(-) to make the problem convex. Then we replace 2
with the sampled set. Then the design problem becomes

arg inf { (19)

a

sup {G(Ba, (Si)}‘(CU, (C2)} .
8i,i€QN
Next, we propose an approximate solution to (19) in Lemma
4.1 using similar methods adopted in Lemma 3.7.

Lemma 4.1: Let z € R™. Let z* represent the optimal ar-
gument of z from the SDP (20).

min ¢t
Se

st. t>e€yi+ €, VieQn

(C5), (C8) — (C11) (20)

where Sg = {z, 1} U{UY_{X;, 1.1, v2.i}}, Ba = diag(z), and
Z = diag(z). Then an approximate binary solution to (19) is
given by (18). |

B. NOMINAL MEASURE

Although we use risk measures for allocation in uncertain
systems, it is logical to ask the question: “Is considering risk
metrics necessary?”’. To answer this question, we outline the
allocation strategy when uncertainties are not considered. In
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other words, we allocate the security measures for the nominal
system: infp, {g(B,, @)‘(Cl), (C2)}. Then, similar to (19), we
relax the allocation problem as

inf {q(Ba, (ZJ)‘(C]), (cz)] . Q1)
Next, we propose an approximate solution to (21) by a similar
method adopted in Lemma 4.2 whose proof is omitted since it
is similar to the proof of Lemma 4.1.

Lemma 4.2: Let A.;, and B, denote the nominal system
matrices of (4). And let z € R"™. Let us represent the optimal
argument of z from the SDP (22) as z*.

min €y + €72
Sy
-1 0  CX 0
0 -l 1 0
S.t. T
XCI’ 1 Ws B (z)
0 0  By@" —nl

Wy = XAl + A X —XxUT —UX
(C10), (C11),

S7=1{z, X >0,y1 >0,y >0}. (22)

where B, = diag(z), and Z = diag(z). Then an approximate
binary solution to (21) is given by (18). |

In this section, we outlined the solution to the allocation
problem under two other risk metrics. However, in the method
that we propose to solve the allocation problem (in Lemmas
4.7,4.1, and 4.2), there are two sources of suboptimality. The
first is the convex relaxation in formulating the convex upper
bound §(-), and the second while relaxing the non-convex
binary constraint (C2).

In the next section, we present two algorithms: an algorithm
that is computationally intensive but strictly optimal (exhaus-
tive search), and a greedy algorithm that is polynomial in time
but without any optimality guarantees. We also discuss the
(de)merits of all three methods.

V. ALTERNATIVE SEARCH ALGORITHMS

In this section, we outline a method to determine the optimal
solution of (8). Before this we introduce the following nota-
tions. The set of all actuators is represented by A, and for any
finite set Q, an element of Q is represented by q.

A. EXHAUSTIVE SEARCH
The exhaustive search algorithm first determines all possible
subsets of A with maximum cardinality n,,. Then, it deter-
mines the CVaR when these various subsets of actuators are
protected. Then the optimal solution to the allocation problem
is the set of actuators that yields the minimum CVaR. We out-
line an exhaustive search in Algorithm 1, where g* represents
the optimal set of protected actuators.

In Algorithm 1, if the CVaR is determined using ¢(-, §;)
in (10), the result of the algorithm is optimal. The result
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Algorithm 1: Exhaustive search to solve (8).

Initialization: «, Qy, A, n, and an empty list ~y
Step 1: Determine G as the set of all subsets of A
with cardinality 7.
Step 2:
forall g € G do
Set B, (i,i) =0 if i € g and 1 otherwise.
Determine the CVaR,{q(B,,d)} (15) with this
new B,.
Append {CVaR,{q(Bq,9)}, g} to the list v
end
Step 3 Determine v* = min; CVaRV{¢(B,,0)} and
the respective g* = gli’!
Result: g* N

Algorithm 2: Greedy search to solve (8).

Initialization: o, Qy, A, n,,, and empty lists v, W
for j =1:n, do
Clear the list ~
fori=1:n, do
0, ifseW,ors=1
1, otherwise.
Determine the CVaR,G(B,,d) (15) using the
new B,.
Append ~ with CVaR,G(By,d)
end
Determine v* = ming—(12....n,} 'y[k] and the
respective k*
Append k* to W.

Set B,(s,s) =

end
Result: W <

of Algorithm 1 can then be then used to compare how the
approximation in formulating g affects the solutions in (17).
However, if the CVaR is determined using g(-, §;) in (11), the
algorithm is sub-optimal.

The time complexity of the exhaustive search is very high
since the algorithm searches over all possible choices of actu-
ators. Next, we discuss a greedy algorithm that is polynomial
in time but provides a sub-optimal solution.

B. GREEDY SEARCH

The greedy algorithm first chooses one actuator to be pro-
tected which minimizes the CVaR. Let this actuator be the
first actuator a;. Now with a; being protected, the algorithm
searches for one more actuator to be protected such that the ac-
tuator pair {a1} U {a;},! € {2, ..., n,} minimizes the CVaR.
Let this actuator pair be {ai, ag}. In this way, the greedy
algorithm continues searching for one actuator to protect at
a time which minimizes the CVaR until the number of pro-
tected actuators is n,,. This greedy algorithm is depicted in
Algorithm 2.
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FIGURE 3. The values of q(B, = I4, §;) and §(By = I, §;) across different §;,
obtained by solving (10) and (11) respectively.

In Algorithm 2, the result W represents the sub-optimal
set of actuators to be protected. The result is suboptimal
since the algorithm does not search over all sets of possible
actuators. The greedy algorithm is included in this article
for comparison of performance. Also, if the submodularity
and non-increasing property of CVaR(g(-)) is proven, then
the greedy algorithm can give certain performance guaran-
tees [45]: which is left for future work.

So far, we discussed three methods to (approximately) solve
(8). Our proposed SDP method (17) is an approximate solu-
tion and has polynomial time complexity in the worst case.
The exhaustive search in Algorithm 1 provides the optimal
solution but has combinatorial complexity. Finally, the greedy
algorithm is also polynomial in time complexity but provides
a sub-optimal solution. However, as mentioned before, the
greedy algorithm has some scope for future work. Next, we
compare the methods through a numerical example.

VI. NUMERICAL EXAMPLE

The effectiveness of the method discussed in Lemma 3.7 is
illustrated through numerical examples in this section. Con-
sider the system in (1)—(3) with matrices given in (7) and B =
B, =1;. We set ¢, = 1, €, =300, and N = 500. We sample
2 according to sample distribution. Then, we determine the
value of ¢(B,, 8;) using (10) and G(B,, ;) using (11) which
are plotted in Fig. 3.

In line with Remark 2, the value of ¢(-, §) is bounded for
all uncertainties § € €2. To recall, the value of g(-, §) (attack
impact) is bounded since the attack energy is bounded. Also,
in line with Lemma 3.4, ¢(-) is upper bounded by ().

The rest of this section is organized as follows. In Sec-
tion VI-A, we compare the metric (10) to other security
metrics in the literature. In Section VI-B we compare the
results to the allocation problem when using CVaR and the
nominal measure, whereas in Section VI-C we compare CVaR
against the worst-case measure. In Section VI-D, we compare
the different search algorithms. Finally, in Section VI-E, we
compare the solution from (17) to the optimal solution.
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FIGURE 4. The box plots with N = 100 in the top (bottom) depicts the
value of the attack impact g(-) (the impact proxy g(-)) when the protected
actuators are obtained from optimizing the CVaR (A, and A;) in (17) and
the nominal measure (A, and A;) in (22). The plots on the left (right)
represent values obtained from training (test) data. Here training data
represents the data points (of uncertainty) used in the optimization
problem, and test data represents new data points (of uncertainty). On
each box, the central mark indicates the median, and the bottom and top
edges of the box indicate the 25th and 75th percentiles, respectively, and
the black dot represents the CVaRy s of the data points. The whiskers
extend to the most extreme data points.

A. COMPARISON WITH OTHER METRICS
Following the discussion in Section II-E, to compare our
metric (5) to other security metrics, we proceed as follows.

We set BT = [1 00 O], and B, = 1. Then we determine

the value of ¢(-, ) by solving (10) (equivalent to (5)) when
€ = 10° and ¢, = 1. This makes the constraint on the attack
energy inactive making ¢(-) the OOG. We found this value
to be 34.45. Next, we determine the true OOG by solving [4,
(6.18)] and these values match.

We set €, = 10° and €, = 1. This makes the constraint on
the detection output inactive, making g(-) the Hy, metric. We
found the value of ¢(-) to be 0.62. We also determine the value
of the Hy, metric by solving the LMI in [38] and these values
match. Thus we numerically depict the relation between (5)
and other metrics.

B. COMPARISON WITH NOMINAL MEASURE

Next we set N = 100, @ = 0.8, ¢, = 1, and €, = 300. For the
sake of comparison, we determine the CVaRgg(g(-)) when
ny = 0 (no protection) as 2813.6. Next, we allocate the se-
curity measure that minimizes CVaRg g(G(-)) by solving the
optimization problem (17) and obtain the actuators to be pro-
tected as A and A4 (here A;, i € {1, ..., n,} represents the ith
actuator).

To depict the effectiveness of using a risk metric, we solve
the allocation problem which minimizes G(-, ¥), i.e., using the
nominal measure, by solving (22). We obtain the actuators to
be protected as {A1, A4}.

To visualize the effectiveness of the used metric, in Fig. 4,
we plot the value of the attack impact g(-), the impact proxy
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FIGURE 5. Performance energy (grey) and detection energy (violet) for
N = 500 different realizations of uncertainty, under CVaR-based allocation
strategy (top), and the nominal allocation strategy (bottom).

G(-) when the protected actuators are {A>, A4}, and {A[, A4}
respectively. Now some remarks are in order.

Firstly, as expected, we see that using the risk metric instead
of the nominal measure reduces the CVaR (the black dots in
Fig. 4) across training and test data, and across ¢(-) and ().
Secondly, using a risk metric minimizes the worst-case impact
and the impact proxy (the top whiskers of the box plots in
Fig. 4). Thirdly, although the median of the impact proxy (the
red horizontal lines in Fig. 4) is higher when using the risk
metric, the median of the actual impact g(-) is lower. Finally,
we see that the 25th percentile of the impact g(-) is lower when
using the risk metric.

Next we consider a step attack signal a(r) =1, ¢ > 0. Un-
der the step attack, the performance energies under N = 500
different realizations of the uncertainty are shown in Fig. 5.
The performance energy when the allocation is done by op-
timizing the CVaR is depicted at the top of Fig. 5, and the
nominal measure is depicted at the bottom of Fig. 5. As
mentioned before, the objective of the allocation problem is to
minimize the performance loss under attacks. From Fig. 5 we
see that the worst-case performance loss is the same (approx-
imately) under the different allocation strategies. However,
under the CVaR-based allocation, the best-case performance
loss is low, thus depicting an advantage.

The detection energies are depicted in violet colour in
Fig. 5. As mentioned before, the objective of the allocation
problem is to maximize the detection output energy and raise
an alarm when ||y, | |,%2 > ¢,. When ¢, = 1, under the nominal
allocation strategy, we can see from Fig. 5 that the alarm will
never be raised, thus depicting a poor performance. In other
words, for attack detection, €, should be as low as 0.1 which
can be impractical in the presence of noise. However, under
the CVaR-based allocation strategy, the attack is detected
when €, = 1. Thus, our method can help to detect attacks
better. The high performance deterioration under attack may
be prevented by timely switching to a fault-tolerant controller
when the attack is detected.
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FIGURE 6. The box plots with N = 500 in the left (right) depicts the value
of the impact proxy g(-) (attack impact g(-)) when the protected actuators
are obtained from optimizing the CVaR ({A;, A, As}) in (17) and the
worst-case ({A;, A2, Ag)) in (20). On each box, the black dot represents the
CVaRy 5 of the data points.

C. COMPARISON WITH WORST-CASE MEASURE

For this comparison, we now consider a distributed NCS, con-
sisting of agents with single integrator dynamics as described
in [20]. The operator is uncertain about the edge weights of the
undirected graph. Each agent has a wireless control loop that
is prone to attack. The system matrices of the NCS (derived
similar to [20, (6)]) are A% =

(5 —-32 4 0 3 0 5456
4 -37 3 4 4 0
0 3 -29 2 0 0
Aﬁ = (23)
3 4 2 —-33 3 0
0 4 0 3 —28 1
545 0 0 0 1 §—24]
A Cp A
where 6eQ=[-1, 0],B, = I, and C =

[0 01 00 0]
00000 1)
in the edge weights of the NCS. We set N = 1000,
ny =3, =0.5. We are now interested in allocating the
security measure which minimizes the CVaR 5(g(-)). To this
end, we solve the optimization problem (17) and obtain the
actuators to be protected as {A1, Az, A3}. For comparison, we
solve the allocation problem that minimizes the worst-case
impact (20), and we obtain the actuators to be protected as
{A1, Ay, Ag}. To visualize the effectiveness of the used metric,
in Fig. 6, we plot the values of the attack impact g(-) and the
impact proxy §(-) for some test data when protected actuators
are {A1, Ay, Az}, and {A}, A, Ag}, respectively.

Firstly, as expected, we see that using CVaR as a risk metric
reduces the CVaR of g(-) (black dot in Fig. 6). Secondly,
using CVaR causes the worst-case impact (top whiskers of g)
to be low. Finally, using the CVaR as a risk metric reduces

Here & represents the uncertainty
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TABLE 1 Comparison of results.

Method N =100 N =200

SDP (17) 3.77 sec 7.77 sec
Algorithm 1 (Exhaustive search) | 262.30 sec | 523.29 sec
Algorithm 2 (Greedy search) 243.26 sec | 469.19 sec

the median (red horizontal line in the box plot), and the 25th
percentile across ¢(-) and g(-).

D. COMPARISON WITH OTHER SEARCH ALGORITHMS
Now we have shown the effectiveness of using CVaR as a
risk metric. Next, we show the effectiveness of the proposed
allocation method. To this end, we first solve the allocation
problem through an exhaustive search. That is, we consider
the system matrices in (23) and solve the allocation problem
which minimizes the CVaR(3 by an exhaustive search as
in Algorithm 1. Similarly, we also solve the problem using
greedy search in Algorithm 2. We observe that the results
are the same as obtained by using our SDP (17): that is, we
obtain that the protected actuators are {A], A2, A3}. However,
the time taken to obtain these results are significantly different
and are given in Table 1. The results are tabulated when
N =100 and N = 200. We can see that the computational
time for the convex SDP that we propose in this article is
at least 40 times faster than the other two methods, thereby
depicting its efficacy.

E. COMPARISON TO THE OPTIMAL SOLUTION

Next, we discuss the loss of optimality in the proposed SDP
(17) due to the approximation in formulating §. We compare
the solution obtained from (17) to the solution obtained from
Algorithm 1 when ¢(-) from (10) is used to determine the
CVaR. Recall that when ¢(-) from (10) is used in Algorithm 1,
it provides the optimal solution.

As we already know, the solution from (17) is {A1, Az, Az}.
We obtain the optimal solution from Algorithm 1 to be
{A2, Az, Ag} when ¢(+) is used. Thus, we can see that there is a
loss of optimality here. However, we report that the difference
in the CVaR between these two solutions in the test data is
only 0.02 which is negligible.

VII. CONCLUSION

This article considered the problem of security measure al-
location when the actuators of an uncertain NCS are under
attack. The CVaR was used to formulate the risk associated
with the attack impact. The allocation problem was observed
to be hard to solve since it involves SDP constraints with
binary decision variables. Thus we use Young’s relation to
formulate a relaxed convex SDP. We also briefly compare our
algorithm across different risk metrics and different search
algorithms: discussing its merits and demerits. The efficacy
of our proposed approach is discussed through numerical ex-
amples. Future works include providing a priori performance
guarantees on the proposed approach, as well as investigating
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and exploiting properties of the allocation problem such as
submodularity.

APPENDIX A

PROOF OF LEMMA 3.2

Proof: Let us define a (supply rate) function s[-] £ —
13512, + 711y, + yalla)]%, which s also the con-
straint of the optimization problem (9). Recall that the signals
(¥p» yr, u) obey the condition of [35, Theorem 4.5]: they
originate from a system that is controllable and observable
(Assumption 2.2). Then using [35, (LMI)], the constraint of
(9) can be replaced by (10). It only remains to show that
P> 0.

We know from Assumption 2.2 that the system with the
attack as input and the performance and detection output as
system output is minimal. Let this be argument 1. For any
non-zero y, ¥, in s[-] can be increased arbitrarily such that
s[-] < 0. Let this be argument 2. Then, using the above two
arguments and [46, Theorem C.4.1], we can show that P > 0
which concludes the proof. |

APPENDIX B
PROOF OF THEOREM 3.3
Proof: Applying Schur complement, (C3;) in (10) becomes

1 c, 0
Wi = | cl AL P4+ PAqi —yiiUTU  PBe; | <0
0 B, P, —v2.il

We now apply congruence transformation [47, Section 2.2]
which states that the matrix inequality W3 < 0 is satisfied if
and only if ZW3ZT < 0 where rank(Z) = n. We pick Z =
diag(l, Pl.’l, I). Then the first constraint of (10) becomes

-1 Cle‘ 0
XiC) XAl +AqiXi =Wy Bai |20 (24)
0 B, —y2.il

where Wy 2y, X;UTUX; and X; = P,”"'. Up to now, we
have shown that (10) (or equivalently (24)) is convex in B,
(since B, ; is linear in B,) except WW,. We next approximate
Wy = UX; + X;U — yl_’ill £ )V, where the inequality 1 is
from Young relation which is givenby y 'G' G = G + GT yI
for any given matrix G and y > 0 [47, Section 2.4.3]. We now
relax the constraint (24) by replacing W, by Wj. Then taking
the Schur complement of the relaxed constraint concludes the
proof. |

APPENDIX C

PROOF OF THEOREM 3.8

Proof of (a): The optimization problem (17) was formulated
by removing the rank constraint rank(Z) = 1 from (13). How-
ever, if the rank constraint is satisfied implicitly, the solution
B, is optimal. This concludes the proof of (a). Proof of (b):
Let us consider the optimization problem (12) whose value is
y*. The value of y* is the same as the value of (13) since they
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are equivalent. In the optimization problem (17), we removed
the rank constraint. Since (17) is a minimization problem,
its value will be lower than (13). Thus it holds that y < y*.
Since the approximate solution B, obtained from (18) is sub-
optimal, but feasible to the optimization problem (12), the
corresponding risk: y = CVaR(§(B,, -)) will be higher than
the true risk. Thus j acts as an upper bound for the true risk
y*. Then, the following holds y* < 7. Combining the above
two arguments concludes the proof of (b). Proof of (c): The
proof follows directly from (b), and the fact that the quantities

(7 =

y*)and y — y are positive. This concludes the proof. B
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